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The dynamics of fault ruptures in natural and laboratory earthquakes is governed by a balance of released 
elastic energy and dissipated local fracture energy. The latter is the result of various friction weakening 
processes occurring at the fault and is thus often estimated indirectly and from small-scale friction 
experiments. We analyze high-frequency strain measurements from large-scale laboratory earthquakes 
with gages positioned slightly away from a granite fault. The strain measurements present rapid 
fluctuations during fault rupture propagation, as was also observed in other experiments. Characteristics 
of these strain fluctuations are compared with fracture mechanics theory to estimate local fault 
properties. We determine fracture energy for secondary rupture fronts, which appear behind the main 
front where local slip occurred already. Measured fracture energy is consistent with indirect estimates 
from rupture termination in independent experiments but is orders of magnitude lower than reported 
values from rotary shear friction experiments, which may be due to large differences in overall slip.

© 2019 Elsevier B.V. All rights reserved.
1. Introduction

The determination of fault properties such as weakening pro-
cesses and friction parameters are important issues to earthquake 
mechanics as they directly affect how earthquakes initiate, grow, 
and stop. However, measurements of local fault properties such as 
stress state and frictional strength have been prohibitively difficult. 
Small-scale laboratory rock experiments are a useful approach to 
study friction and have produced a number of insights including 
rate-and-state friction (Dieterich, 1979; Ruina, 1983), and addi-
tional weakening processes that take place at ∼m/s slip rate (Di 
Toro et al., 2011). Other experiments – so-called laboratory earth-
quakes – provide insight into dynamic rupture processes including 
supershear (Xia et al., 2004; Svetlizky et al., 2016; Kammer et al., 
2018) and pulse-like (Lykotrafitis et al., 2006; Lu et al., 2007) rup-
ture propagation, nucleation (Okubo and Dieterich, 1984; Ohnaka 
and Kuwahara, 1990; Mitiyasu and Lin-feng, 1999; McLaskey and 
Kilgore, 2013; Latour et al., 2013), and rupture arrest (Rubinstein 
et al., 2007; Bayart et al., 2016). It remains unclear, however, how 
these laboratory observations should be scaled to the size and 
rates of naturally occurring earthquake fault ruptures. We aim to 
quantify properties of the laboratory earthquakes in order to estab-
lish a quantitative link between the small-scale experiments and 
larger natural earthquake rupture processes.
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Fracture energy has been recognized as an important factor 
related to the fault weakening process and has been used for de-
termining seismic efficiency and the overall energy budget of an 
earthquake (Beeler et al., 2012; Nielsen et al., 2016a,b). It is pos-
sible to constrain fracture energy from seismic observations (Aber-
crombie and Rice, 2005; Guatteri and Spudich, 2000; Tinti et al., 
2005), and appears to be a relatively stable dynamic earthquake 
parameter. It is important to note that the term fracture energy has 
been used with somewhat different definitions in different con-
texts. Seismological estimates of fracture energy are usually global 
quantities – averages over the entire rupture area and duration 
of the earthquake (Beeler et al., 2012). In contrast, this and other 
work describes local fracture energy of a specific fault patch. A full 
reconciliation of the various forms of fracture energy is outside the 
scope of this work. Instead, we describe methods for determin-
ing local fracture energy that are consistent with an engineering 
fracture mechanics definition (Freund, 1990), with the hopes of 
establishing an energy-based mathematical framework that uses 
local stress state and friction properties to enable quantitative pre-
dictions of rupture initiation, propagation, and arrest [e.g., Ke et 
al. (2018)]. By further exploring these processes at the laboratory 
scale, we hope to eventually link this engineering understanding 
of fracture mechanics to the earth science view of the earthquake 
rupture process.

In this work, we utilize a theoretical fracture mechanics 
framework with a cohesive crack model to determine local frac-
ture energy and its relationship to the rupture velocity and 
rupture extent. Building upon recent work on glassy polymers 
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Fig. 1. Experimentally observed rupture fronts in large-scale laboratory earthquakes. 
(a) Set-up for laboratory experiments at the U.S. Geological Survey. Two granite 
samples are loaded by normal forces F1 and F2 and create a simulated fault that 
is under combined shear and normal load. Fault ruptures nucleate naturally and 
propagate along the fault at y = 0. Local shear stress is measured with 15 strain 
gage pairs along and slightly offset from the fault (blue squares). (b) Example mea-
surements of shear stress observed during a laboratory earthquake show oscilla-
tions indicating the presence of rupture fronts. Shear stress evolution are shown at 
x-position along fault with amplitude according to scale. Rupture fronts propagate 
at speeds slightly below the Rayleigh-wave speed C R and are often reflected at the 
fault edges. (For interpretation of the colors in the figure(s), the reader is referred 
to the web version of this article.)

(Svetlizky and Fineberg, 2014) showing a singular stress field
around slip fronts, we study rupture fronts from laboratory earth-
quakes generated on a 2-meter granite sample originally reported 
in McLaskey et al. (2015). Focusing on secondary rupture fronts, 
described below, we demonstrate how to apply fracture mechan-
ics theory to estimate local fracture energy and cohesive zone size 
from local stress measurements.

2. Methods

2.1. Laboratory experiments

The experiments were performed on the biaxial apparatus at 
the USGS in Menlo Park, California. The simulated fault is a 2 m 
long diagonal saw cut between two granite slabs (Dieterich, 1981; 
Okubo and Dieterich, 1984; McLaskey et al., 2015), as shown 
schematically in Fig. 1a. The fault surface was initially roughened 
to 80 μm peak-to-trough roughness, but has likely been smoothed 
somewhat from the decades of experiments on the same samples. 
Using servo control, the applied forces F1 and F2 evolved slowly 
such as to maintain a constant normal stress σyy ≈ 6 MPa and in-
creasing shear stress σxy at a rate of 0.001 or 0.01 MPa/s. When 
the sample reached a critical stress level, a laboratory earthquake 
nucleated naturally.

The two granite samples form a fault with dimensions x = 2 m 
and z = 0.4 m. The dynamic elastic properties of granite, E =
51 GPa and Poisson’s ratio ν = 0.25, were deduced from mea-
sured longitudinal wave speed Cd ≈ 4790 m/s, shear wave speed 
Cs ≈ 2760 m/s and density ρ = 2670 kg/m3 (McLaskey et al., 
2015). The Rayleigh-wave speed is C R ≈ 2540 m/s.

The shear strain along the fault was recorded with 15 high-
frequency strain gage pairs that were positioned at y ≈ 13 mm 
from the trace of the fault. While measurements directly on the 
fault are desired, they are not practical due to the finite size of 
the gages. This off-fault position affects the observed strain (see 
section 2.2). Strain was then converted to stress through elastic 
relations. The shear stress measurements presented important fluc-
tuations during the course of a laboratory earthquake and reveal 
the propagation of rupture fronts (Fig. 1b). The propagation speed 
of these rupture fronts C f was measured by tracking the minimum 
of the shear stress fluctuation and computing C f = dx/dt , where dx
is the distance between two strain gages and dt the time delay of 
strain-fluctuation occurrence.

During a single laboratory earthquake, multiple fronts may oc-
cur and they are often reflected at the fault edges. We name these 
events secondary rupture fronts as they propagate along parts of a 
fault where a first primary rupture front has already caused local 
slip. In these experiments, the primary rupture fronts propagated 
slowly (20–400 m/s, 0.01 < C f /C R < 0.16), were associated with 
nucleation, were outside the high speed recording time window, 
and are not shown in Fig. 1b. Most of the studied secondary rup-
ture fronts propagated at sub-Rayleigh speeds, in the range of 
0.85 < C f /C R < 0.99. Similar secondary rupture fronts have been 
observed in other experiments (Xu et al., 2017) but have not been 
analyzed.

2.2. Fracture mechanics model with cohesive zone

The stress state around a rupture front, which is essentially 
a shear crack, can be described by dynamic Linear Elastic Frac-
ture Mechanics (LEFM) theory (Svetlizky and Fineberg, 2014). The 
change in the near-tip stress field of a singular shear crack (Freund, 
1990) is given in polar coordinates (r, θ) by

�σxy(θ, r, C f ) = K II(C f )√
2πr

Σ II
xy(θ, C f ) , (1)

where K II is the stress intensity factor and Σ II
xy the angular vari-

ation. Describing the change of stress with LEFM theory despite 
residual friction is possible due to the linearity of the governing 
equations of mode II cracks when shear stress is expressed relative 
to σ r

xy by �σxy = σxy − σ r
xy . A detailed summary of all relevant 

terms in Eq. (1) is provided in Appendix A.
How is the off-fault stress measurement related to local friction 

properties? K II can be related to the fracture energy Γ through an 
energy balance with the dynamic energy release rate G II by

Γ = G II = (1 − ν2)

E
K 2

II f II(C f ) , (2)

where f II(C f ) is a known universal function of crack speed (Ap-
pendix A). Solving Eq. (2) for K II and substituting into Eq. (1)
allows us to express the near-tip stress field as a function of Γ , 
which is assumed to be an interface property. The near-tip stress 
field is also a function of C f , which is discussed in a later section.

A similar solution can be found for the more general case of a 
cohesive crack, which regularizes the elastic singular fields at the 
rupture tip. A cohesive crack presents a process zone, in which 
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Fig. 2. Shear stress fluctuation of a cohesive crack at various off-fault distances. The 
shear stress evolution �σxy is shown as function of rupture tip position. On fault 
(y = 0 mm) �σxy reaches its peak value at the rupture tip. It then decreases over 
the size of the cohesive zone Xc . With increasing distance to the fault (y > 0), �σxy

changes shape and presents the typical oscillatory stress evolution as observed in 
experiments. The presented example propagates at C f = 2404 m/s and has Γ =
0.21 J/m2 and Xc = 13.8 mm.

the shear stress is limited by the peak strength τp and reduces 
to the residual stress τr over a characteristic length scale – the 
cohesive zone size Xc . However, the simple separation of stress in-
tensity factor and angular variation is lost in the cohesive-crack 
solution, and the stress variation is expressed through complex 
variables (Poliakov et al., 2002; Samudrala et al., 2002). Detailed 
equations are given in Appendix A. The stress field around a cohe-
sive crack depends on the crack speed, the local fracture energy Γ , 
the size of the cohesive zone Xc , and the spatial stress distribution 
within the cohesive zone. Due to unknown stress distributions, we 
apply a linear cohesive zone as a first approximation. While this 
approach might be simplistic, it provides valuable insight into the 
mechanics of these laboratory earthquakes. The stress distribution 
�τ(ξ) = τ (ξ) − τr in local coordinates ξ = x − xtip around the po-
sition of the crack tip xtip is given by:

�τ(ξ) =
{

0 ξ < −Xc

(1 + ξ/Xc)(τp − τr) −Xc < ξ < 0.
(3)

3. Results

We apply the fracture-mechanics-based theoretical framework 
to analyze the observed stress fluctuations in the experiments. This 
provides a link between fault friction properties and stress state 
near the rupture front. We first compare experimental measure-
ments of stress fluctuations with fracture mechanics descriptions. 
We then use the analytic model to demonstrate how the stress dis-
tribution along the fault affects these off-fault stress fluctuations 
and provide an interpretation of reported experimental observa-
tions. Finally, we present a link between the fracture energy and 
the dynamics of these rupture fronts.

3.1. Shear stress fluctuation comparison

The theoretical shear stress field along the fault for a cohe-
sive crack is shown by a dashed orange curve in Fig. 2 (y = 0 at 
bottom). Approaching the rupture tip at xtip, the shear stress in-
creases, reaches the peak strength τp of the fault, decreases within 
Fig. 3. Examples of measured shear stress oscillations with comparison to fracture-
mechanics based model. Three examples of experimentally measured shear stress 
evolution �σxy relative to rupture tip arrival with different oscillation amplitudes 
δσxy are shown in blue. Fracture-mechanics based model that incorporates shape 
and position of strain gage pairs is depicted by black curve. The associated shear 
stress evolution at the fault (y = 0) is shown in dashed orange. The theoretical 
near-tip stress fields were transformed from space to time and are therefore re-
versed compared to curves shown for space in Fig. 2.

the process zone of length Xc and finally reaches τr . The shear 
tractions at the fault are reported relative to the residual friction 
through τ − τr . First order fracture mechanics theory describes 
variations in the near-tip stress fields but has no permanent stress 
change far from the rupture tip, i.e., τ → τr for x − xtip � 0. The 
off-fault position of the strain gages (y �= 0) and the angular de-
pendence of the near-tip stress field, as given by Eq. (1) for a 
singular crack, transform the stresses observed along the fault into 
an oscillatory stress evolution as described for a cohesive crack in 
Fig. 2.

Fig. 3 shows close-ups of three stress fluctuation examples (blue 
curves) from Fig. 1b. As was noted for the theoretical data, the 
shear stress is reported relative to the residual stress as �σxy =
σxy −σ r

xy , where σxy is the measured stress and σ r
xy is the residual 

stress. σ r
xy is determined as average over the time interval 40 μs ≤

t − ttip ≤ 50 μs, where ttip is the time of rupture front arrival. The 
main oscillation of the shear stress fluctuation presents a very dis-
tinct shape that is common to most fluctuations observed in the 
experiments. The shear stress is initially (t − ttip 
 0) at the pre-
stress level σ 0

xy . As the rupture tip approaches, the stress decreases 
before it increases quickly (even above σ 0

xy) and finally decreases 
again to σ r

xy . Similar shear stress oscillations have also been ob-
served in other experimental setups (Svetlizky and Fineberg, 2014; 
Fukuyama et al., 2016; Xu et al., 2017; Rubino et al., 2017).

The theoretical solution at y ≈ 13 mm (theory gage) compares 
quantitatively well to the measured shear stress fluctuations as 
shown by black lines in Fig. 3. For comparison with strain–time 
measurements from the experiments, we transform the near-tip 
stress field to time through �τ(t) = �τ(−x/C f ), which assumes 
constant crack speed C f . Effects of the gage set-up (i.e., pair off-
set and finite size) are considered by spatial averaging of the 
strain field and the gage bandwidth is approximated by applying 
a 500 kHz low-pass butterworth filter. The main averaging contri-
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Fig. 4. Effect of fracture energy Γ and cohesive zone size Xc on duration of shear 
stress oscillations observed in strain gage measurements. (a) Oscillation duration 
δt , as defined in Fig. 3, with respect to cohesive zone size is shown for rupture 
speed C f /C R = 0.85 (left) and 0.99 (right) for Γ = 0.01 and 3 J/m2. The prediction 
for a singular crack approximation is marked by black point. (b) Characterization 
of experimentally measured shear stress oscillations. Measured oscillation time is 
reported as a function of rupture speed. Color indicates measured oscillation am-
plitude. Gray lines indicate fracture-mechanics-based prediction of δt for singular 
crack tip (solid) and cohesive crack with Xc = 47 mm (dashed).

bution is due to the pair offset and the finite size of the gages. The 
effect of the bandwidth is minor.

This comparison was also shown by Svetlizky and Fineberg 
(2014) for friction experiments on poly(methylmethacrylate)
(PMMA). The parameter choice of the interface properties applied 
for this comparison is discussed later in this article. It is impor-
tant to note that there is no direct evidence of the peak strength 
observable on the strain gage measurements even though they 
are only ≈ 13 mm from the fault. In fact, the off-fault stress de-
creases where the on-fault stress reaches its peak. An initial stress 
increase in the off-fault measurements as reported by Svetlizky 
and Fineberg (2014) and McLaskey et al. (2015) can occur due to 
non-steady phenomena such as waves caused by initial nucleation 
(Svetlizky et al., 2016).

3.2. Interface characterization

The observed stress fluctuations measured by the strain gages 
vary in amplitude and duration. Different values for Γ and Xc

were used to achieve good agreement with fracture mechanics the-
ory for the examples shown in Fig. 3. This provides us with the 
opportunity to use the properties of the stress fluctuations to char-
acterize the frictional behavior of the fault. As shown in Fig. 3, we 
define δt and δσxy as the duration and amplitude of the stress fluc-
tuation, respectively. In Fig. 4a and Fig. 5a, we analyze the effect of 
Γ and Xc , the only parameters of the linear cohesive zone, on δt
and δσxy .

Fig. 4a shows that δt is minimal for a singular crack and in-
creases with Xc . The quantitative values are a result of the strain 
gage set-up and would be different for other geometries. The pre-
sented Xc − δt relation is shown for C f /C R = 0.85 and 0.99, which 
are the lower and upper limit of rupture speeds analyzed here, re-
spectively, but is representative for all intermediate rupture speeds. 
Fig. 5. Effect of fracture energy Γ and cohesive zone size Xc on amplitude of shear 
stress oscillations observed in strain gage measurements. (a) The effect of fracture 
energy on the oscillation amplitude δσxy , as defined in Fig. 3, is shown for singu-
lar and cohesive cracks with Xc = 1 and 47 mm for rupture speed C f /C R = 0.85
(left) and 0.99 (right). (b) Characterization of experimentally measured shear stress 
oscillations. Measured oscillation amplitude is depicted with respect to rupture 
speed. The associated fracture energy is shown in color. Gray lines indicate fracture-
mechanics theory of δσxy for Γ = 0.5 J/m2 for singular crack (solid) and cohesive 
crack with Xc = 47 mm (dashed).

Furthermore, δt is independent of Γ . Thus, we can use the mea-
surement of δt to determine the cohesive zone size Xc . In addition, 
δt is insensitive to C f as shown by gray curves in Fig. 4b. Uncer-
tainties in the measurements of the crack speed are therefore not 
carried over into the Xc estimations.

Fig. 4b presents δt for 77 stress oscillations from 14 rupture 
fronts in 5 different experiments. Also shown is the theoretical 
prediction for a singular crack (Xc = 0) calculated using the geom-
etry of the strain gages. The lower limit of measured δt over the 
entire range of crack speeds is consistent with this independent 
theoretical prediction. This supports the validity of our approach. 
The data along the lower limit indicate that the cohesive zone size 
for these rupture fronts is likely Xc < 10 mm as they are virtually 
indistinguishable from a singular crack with our strain gage set-up 
[δt(Xc = 0) ≈ δt(Xc = 10 mm) as shown in Fig. 4a]. The maximal 
cohesive zone size observed is Xc ≈ 47 mm.

Fracture mechanics predicts a contraction of Xc with C f for 
uniform systems with constant interface properties, i.e., τp − τr

and Γ . This contraction has been observed in similar experiments 
on PMMA (Svetlizky and Fineberg, 2014). Our experimental data, 
however, does not present a correlation between C f and δt , as 
shown in Fig. 4b, and thus does not show the contraction. We be-
lieve that the heterogeneous nature of the experiments presented 
here cause enough variation that hide the expected contraction.

After using δt to determine Xc , we now focus on the stress 
oscillation amplitude δσxy and local fracture energy Γ . Fig. 5a 
presents δσxy as a function of Γ for various Xc . For a singular 
crack it goes δσxy ∼ √

Γ . Cohesive cracks follow the same 
√

Γ

shape but present lower δσxy for increasing Xc . Further, δσxy in-
creases with C f for singular and cohesive cracks (see Fig. 5b).

Measurements of δσxy as a function of C f are presented in 
Fig. 5b. A unique relation would be expected if Xc and Γ were 
constant. We do not observe such a relation because we have a 
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Fig. 6. Illustration of fracture energy determination process by amplitude compar-
ison of shear stress oscillation. Oscillation amplitude δσxy as defined in Fig. 3b 
is used to compare fracture mechanics prediction with experimental observation. 
Monotonic relation between δσxy and fracture energy Γ , as shown in Fig. 5a, allows 
to determine local Γ when cohesive zone size Xc and rupture velocity are known. 
Presented example corresponds to rupture front shown in Fig. 3b that propagates at 
C f = 2404 m/s and has Xc = 13.8 mm.

range of Xc , as determine by δt . Considering Xc , we measure Γ
through comparison of δσxy with theory as illustrated in Fig. 6. 
Values of Γ for all analyzed stress oscillations are shown as color 
map in Fig. 5b. We observe a range of Γ = 0.014–3.0 J/m2 and 
note an overall relation between Γ and C f . Higher Γ occur for 
ruptures at lower speed. Nevertheless, the relation between Γ and 
C f is not prefect (see color map in Fig. 5b), which confirms pre-
vious observations of heterogeneity in the system. Furthermore, 
we find 0.1 MPa < τp − τr < 2.6 MPa (using Eq. (A.12) from Ap-
pendix A), which is another indicator of the presence of hetero-
geneity.

3.3. Rupture front dynamics

We now focus on the dynamics of these rupture fronts. Fig. 7a 
presents the crack speed as function of crack length l, where l is 
the distance from the rupture tip to the trailing edge of the sam-
ple. We observe rupture fronts accelerate and decelerate as they 
propagate. Independent of l and position x, the rupture may prop-
agate at any of the observed rupture speeds. Moreover, fracture 
energy appears to be independent of crack length (Fig. 7b). How-
ever, as also shown in Fig. 5b, lower Γ are associated with faster 
rupture fronts. Note how in Fig. 7b the orange and green rupture 
fronts slow down simultaneously with increased Γ .

The same data falls into a narrow range when C f is plot-
ted with respect to l/Γ (Fig. 7c). Low C f occur for low l/Γ
whereas high C f can be observed for a large range of l/Γ (i.e., 
C f /C R > 0.97 for 8 < l/Γ < 70). Rupture fronts on PMMA samples 
have been shown to follow the LEFM equation of motion (Svetlizky 
et al., 2017), which states, assuming time-invariant loading, that 
C f /C R is a function of Gs

II/Γ , where Gs
II is the static energy re-

lease rate. Further assuming a constant dynamic stress drop τ0 −τr
along the interface, we know that Gs

II ∼ (τ0 −τr)
2l. Theoretical pre-

dictions for various τ0 − τr are shown in Fig. 7c.
With the exception of two data points, all data is comprised by 

τ0 − τr = 0.08–0.25 MPa. Furthermore, the theory shows clearly 
why low C f /C R values can only be observed for low l/Γ but very 
fast rupture fronts can occur for a large range of l/Γ values. Note 
in particular that the highlighted rupture fronts cover large ranges 
of C f and Γ and are all within the band of our theoretical predic-
tion.

4. Discussion

4.1. Secondary rupture fronts

Natural earthquakes are conceptually considered being a rup-
ture front that nucleates at the hypocenter, propagates along the 
fault and finally arrests. Recent seismic observations (Ishii, 2011; 
Fig. 7. Dynamics of rupture fronts at granite fault. (a) Rupture speed is shown as 
crack length l increases. Circle and triangle markers indicate right and left propa-
gating rupture fronts, respectively. Various propagation patterns are observed with 
rupture fronts accelerating and decelerating. Three cases are highlighted in color. (b) 
Estimated fracture energy, Γ = 0.01–3.0 J/m2, is reported for same rupture fronts 
as shown in (a). (c) Rupture speed as a function of l/Γ . Fracture-mechanics based 
equation of motion (Svetlizky et al., 2017) provides frame for experimental data 
with dynamic stress drop τ0 − τr being the only free parameter (brown lines). 
Experimental data is within fracture-mechanics predictions for 0.08 < τ0 − τr <

0.25 MPa with only two points lying on τ0 − τr = 0.06 MPa. Highlighted exam-
ples illustrate extent of observed data.

Meng et al., 2011, 2015), however, present a much more compli-
cated process. The total amount of fault slip, which directly af-
fects the magnitude of the earthquake, is not only the result of 
the main rupture but is also caused by other fronts, similar to 
secondary rupture fronts observed in the experiments. These sec-
ondary fronts are also a source of high-frequency radiation in nat-
ural earthquakes (Meng et al., 2011) and in laboratory earthquakes 
(McLaskey et al., 2015), and contribute to the resulting natural haz-
ard. Other secondary fronts appear as foreshocks during the slow 
nucleation process of natural earthquakes (Meng et al., 2015) and 
have also been observed in laboratory experiments (McLaskey and 
Kilgore, 2013). Characterizing the mechanics of these secondary 
fronts and the fault properties related to these mechanisms is im-
portant to make better models of earthquake complexity (Galvez et 
al., 2016). Our proposed methodology allows us to provide insight 
into these secondary rupture fronts, which would not be possi-
ble with standard small-scale friction experiments without rupture 
fronts. A similar approach was applied to primary rupture fronts in 
Svetlizky and Fineberg (2014).

4.2. Fracture mechanics model assumptions

The fracture-mechanics theory we applied to analyze experi-
mental data is based on several important assumptions. One such 
assumption is the time-invariant stress state. While the primary 
rupture front is likely unaffected by reflected elastic waves due to 
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the size of the granite samples, secondary rupture fronts are pos-
sibly interacting with a dynamic stress field. This is one possible 
source for the range of τ0 − τr shown in Fig. 7c. Nevertheless the 
observed behavior is within a reasonable small range of values, 
which supports our approach.

Other important assumptions are the linear stress distribu-
tion within the cohesive zone and constant residual friction. The 
link between the cohesive zone model with �τ(ξ) as given by 
Eq. (3), and local friction laws that describe frictional strength 
�τ(δ, ̇δ, θ, ...) as function of local slip δ, slip rate δ̇ and state 
θ is non-trivial and requires numerical results. Similarly, effects 
of non-constant residual stress due to rate dependence or time-
dependent healing cannot be included directly into our theoretical 
model. Better prediction based on realistic friction laws would re-
quire numerical simulations to determine the near-tip stress field 
for various rupture speeds. The applied model is therefore a first 
approximation to determine order of magnitudes for Xc and Γ . 
Extensions based on rate-and-state friction laws (Dieterich, 1979; 
Ruina, 1983) could explain the range of values for Xc and Γ (see 
Fig. 4 and 5) and the observed heterogeneity, but might also give 
similar results (Bizzarri and Cocco, 2003).

Our analysis of off-fault strain measurements could also be af-
fected by off-fault inelastic processes that are neglected in this 
work. Early simulations (Rice, 2005; Poliakov et al., 2002) have 
shown that dynamic shear ruptures can cause considerable off-
fault plasticity near the fault and create a so-called low-velocity 
zone. In this area, the elastic modulus of the material is reduced. 
These effects are even stronger for rough faults (Dunham et al., 
2011; Shi and Day, 2013). If the low-velocity fault zone extended 
until the position of the strain gages (y ≈ 13 mm), it would di-
rectly affect the elastic relations applied here to determine stresses 
from strain measurements. Whether such off-fault inelastic pro-
cesses occur in the current experiments is difficult to evaluate. 
While we do not have any obvious indicators, we believe, based 
on estimated slip rates of ∼ 200–400 mm/s (McLaskey et al., 2015), 
that some off-fault damage could occur in these experiments.

Furthermore, current measurements from these laboratory 
earthquakes (McLaskey et al., 2015) are inconclusive on whether 
the fault is continuously sliding between two consecutive sec-
ondary events. If the fault stops sliding before the next event 
approaches, these secondary rupture fronts are essentially equiv-
alent to primary fronts but with a much shorter healing time. It 
could therefore be expected that they are described by fracture 
mechanics theory, as are primary rupture fronts (Svetlizky and 
Fineberg, 2014). However, the analogy is considerably less trivial 
and intuitive if continuous sliding occurs, as it would be equiva-
lent to a crack propagating through a cracked area. Consequently, 
simple slip-dependent friction laws would not explain this be-
havior, which would be another reason to adapt our approach 
to use rate-and-state friction laws. Our results, however, suggest 
that fracture-mechanics theory appears to describe well these sec-
ondary rupture fronts even though they might not be classical 
ruptures that transition an interface from sticking to sliding but 
propagate along an already sliding fault.

4.3. Fracture energy

The fracture energy Γ is an important property for rupture 
front dynamics and earthquakes as it directly affects rupture speed 
(Svetlizky et al., 2017) and arrest (Kammer et al., 2015; Bayart et 
al., 2016; Ke et al., 2018). We find Γ = 0.01–1.5 J/m2 for most of 
our data (Γ can exceptionally go up to 3.0 J/m2) which is at the 
lower end of values Γ = 0.2–3.5 J/m2 reported in similar experi-
ments on granite where Γ was constrained by arrest locations of 
primary rupture fronts (Ke et al., 2018). This suggests that sec-
ondary rupture fronts reach similar levels of fracture energy as 
primary rupture fronts with a slight tendency to lower values – 
probably due to the interface being already weakened by the pri-
mary rupture front. Similar but somewhat higher values for Γ

were also observed in PMMA experiments (Bayart et al., 2016).
A fracture energy quantity can also be determined with a differ-

ent approach, which is based on (small-scale) rotary shear friction 
experiments (Nielsen et al., 2016a). In this approach, a stress-
slip weakening curve is directly measured and used to estimate 
fracture energy. These experiments show that frictional weaken-
ing continues to occur with increasing slip, even for >0.01 m. 
As a result fracture energy is found to increase with increasing 
slip, consistent with seismic estimates (Viesca and Garagash, 2015; 
Abercrombie and Rice, 2005). Estimates based on the rotary shear 
experiments ranged from 100 J/m2 at 1 mm of slip up to 106 J/m2

at 1 m of slip, orders of magnitude larger than the values found 
in our laboratory experiments and those mentioned in the previ-
ous paragraph. For the current experiments, the fault slip during 
secondary rupture fronts is only 2–4 μm (McLaskey et al., 2015) 
so our fracture energy estimates (Γ = 0.01–1.5 J/m2) are roughly 
consistent with the Γ slip scaling suggested by previous studies 
(Nielsen et al., 2016a; Viesca and Garagash, 2015; Abercrombie and 
Rice, 2005).

An important question is whether Γ depends on rupture speed 
and/or slip rate (Chang et al., 2012). To answer this question, we 
would need a clear relation between �σxy and C f /C R , to which 
we could fit the prediction from fracture-mechanics based on a 
rate-dependent Γ . Our data, as shown in Fig. 5b, does not outline 
such a relation. The observed trend of lower Γ for higher C f /C R

and vice versa, could simply be the effect of local heterogeneity. 
When a rupture front enters a zone of low Γ , the rupture acceler-
ates following the dynamics presented in Fig. 7c. The difficulty of 
determining a Γ − C f /C R relation is further aggravated by the fact 
that we observe a wide range of Xc . The fracture-mechanics de-
scription in Fig. 7c depends on both Γ and Xc , which contributes 
to the dispersion of data points and the complexity of interpreta-
tion.

A limiting factor for the interpretation of the experiments is the 
strain gage design. As shown by Fig. 4a, we can only determine re-
liably Xc down to approximately 10 mm with the current system. 
Smaller Xc leads to δt that are indistinguishable from the value 
for singular crack tips. Improved data could be recorded by plac-
ing the strain gages closer to the fault (i.e., smaller y) and using 
smaller strain gages. The 500 kHz bandwidth does not seem to be 
limiting in the current set-up.

4.4. Rupture front dynamics and crack versus slip pulse

What determines the propagation speed of these rupture 
fronts? While Fig. 7a–b show that the range of rupture speeds 
is large for any position at the fault and any crack length, which 
could suggest insensitivity to x and l, there appears to be an ef-
fect of Γ on C f . Fig. 7c illustrates a more complete picture of 
rupture speed. It clearly depends on l and Γ as well as the dy-
namic stress drop τ0 − τr (and so indirectly to the prestress), as 
shown by fracture-mechanics theory. However, it is interesting to 
note that C f is much more sensitive to all of these properties at 
relatively short crack lengths, i.e., small l/Γ . Small changes in l, 
Γ and τ0 − τr considerably affect C f for small l/Γ . At relatively 
large crack lengths, C f becomes almost independent of all three 
properties and is generally close to C R .

The applied theory and the analyzed data is limited to rupture 
fronts that propagate slower than the Rayleigh wave C f < C R . The 
near-tip stress fields around supershear cracks (C f > Cs) are fun-
damentally different (Broberg, 1989, 1994; Samudrala et al., 2002; 
Dunham and Archuleta, 2005; Bhat et al., 2007; Mello et al., 2010) 
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and would require the appropriate theoretical approach for mean-
ingful interpretation of experimental observations.

Despite numerous limitations, our approach and analysis pro-
vides useful insights into the properties of the fault and secondary 
rupture fronts. For instance, we provide an estimation of the local 
fracture energy, a fault property that is extremely important but 
very difficult to measure experimentally. We also show that these 
secondary rupture fronts seemed to be governed by the same me-
chanics as “normal” rupture fronts that rupture the interface and 
shear cracks, but may present a lower fracture energy. It is also in-
teresting to note that the rapid stress oscillations as observed in 
Figs. 1b and 3 have in the past been interpreted as an indicator for 
slip pulses. The fracture-mechanics theory applied here, however, 
assumes a crack-like behavior and results in stress oscillations that 
are quantitatively equivalent to experimental measurements. The-
ory for pulse-like ruptures (Rice, 2005) present the same near-tip 
stress field as crack-like ruptures when the pulse is large enough 
compared to the cohesive zone (>≈3Xc) and therefore slip pulses 
are indistinguishable from cracks when analyzing stress measure-
ments.

5. Conclusion

Laboratory-generated earthquakes are an important tool to 
study the underlying mechanics of natural earthquakes that exhibit 
complex behavior. We analyzed data from experiments (McLaskey 
et al., 2015) that present secondary rupture fronts propagating 
within a sliding fault. These events could be analogous to rapidly 
propagating events within an overall slower natural earthquake 
(Ishii, 2011; Meng et al., 2011, 2015). We showed that the stress 
oscillations observed for these secondary events are quantitatively 
well described by the near-tip stress field of a cohesive zone 
model for shear cracks. These stress oscillations do not resemble 
the stress along the fault but can be analyzed to determine fault 
properties. We estimated the fracture energy to be 0.01–3.0 J/m2, 
which appears to be similar but with a tendency of lower val-
ues compared with primary rupture fronts reported in literature. 
We further showed that the secondary rupture fronts propagate at 
speeds that are consistent with fracture mechanics based predic-
tions and suggest that the underlying mechanics is equivalent to a 
shear crack even though these events propagate along an interface 
that is potentially already sliding.
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Appendix A

A.1. Singular crack

The near-tip stress field as given by Eq. (1) is related to the 
fracture energy through Eq. (2). The rupture speed and material 
wave-speeds provide the following relations

αs =
√

1 − C2
f /C2

s (A.1)

αd =
√

1 − C2
f /C2

d . (A.2)

The Rayleigh function is given by

D(C f ) = 4αsαd − (1 + α2
s )2 , (A.3)
and the universal function of crack tip speed as it appears in 
Eq. (2) is given by

f II(C f ) = αs

(1 − ν)D

C2
f

C2
s

. (A.4)

The angular variation is given by

Σ II
xy(θ, C f ) = 1

D

[
4αdαs

cos θd/2√
γd

− (1 + α2
s )2 cos θs/2√

γs

]
(A.5)

with

θs = arctan (αs tan θ) (A.6)

θd = arctan (αd tan θ) (A.7)

γs =
√

1 −
(

C f

Cs
sin θ

)
(A.8)

γd =
√

1 −
(

C f

Cd
sin θ

)
(A.9)

Note that the angular variation, Eq. (A.5), is independent of the 
fracture energy.

A.2. Cohesive crack

This section summarizes the relation between the stress fields 
around a cohesive crack and local properties Γ and Xc of a cohe-
sive zone. We focus, for simplicity, on a linear cohesive zone by 
following Poliakov et al. (2002). A more general solution can be 
found in Samudrala et al. (2002).

We define the following complex variables:

zs = x + iαs y (A.10)

zd = x + iαd y . (A.11)

The local peak strength is computed by

τp − τr =
√

Γ E

(1 − ν2) f II

√
9π

32Xc
, (A.12)

where the first term corresponds to the stress intensity factor that 
is substituted by Eq. (2), and f II is given by Eq. (A.4). For a linear 
cohesive zone, as given by Eq. (3), we define an analytic function

M(z) = τp − τr

π

[(
1 + z

Xc

)
arctan

(
z

Xc

)−1/2

−
(

z

Xc

)1/2
]

,

(A.13)

and compute the shear stress field as

�σxy(x, y) = �
[

4αsαd M(zd) − (1 + α2
s )2M(zs)

]
/D , (A.14)

where � is the real part of a complex number. Examples of the 
shear stress along the fault (y = 0) are shown in Fig. 2 and Fig. 3.
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